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Stat 414 - Day 4 
Heterogeneity Corrected Standard Errors 

Last Time 
• We care about several different standard deviations

– Standard deviation of response (related to ሺ𝑦 െ 𝑦തሻଶ  𝑜𝑟 𝑌ᇱ𝑌 െ 𝑛𝑌തଶሻ
– Variability and Correlation between explanatory variables (related to 𝑋′𝑋)

– Standard deviation of regression coefficients 𝑠𝑒൫𝛽መ൯ ൌ ఙෝ
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𝑎𝑘𝑎 𝜎ොଶሺ𝑋ᇱ𝑋ሻିଵ 

– Standard deviation of fits 𝑠𝑒ሺ𝑦ොሻ ൌ  𝜎ොට
ଵ




ሺ௫బି௫̅ሻమ

൫ሺିଵሻ௦ೣ
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 aka 𝜎ොଶሺ𝑋ሺ𝑋ᇱ𝑋ሻିଵ𝑋ᇱሻ 

• One of the main reasons for dealing with the heteroscedasticity is otherwise our estimates
of the standard errors of our slope coefficients may be off, which impacts our p-values and
confidence intervals.

Weighted least squares, a special case of generalized least squares, minimizes Σ𝑤ሺ𝑦 െ 𝑋𝐵ሻଶ 
With GLS:  𝑉𝑎𝑟൫𝛽መ൯ ൌ ሺ𝑋ᇱ𝑋ሻିଵ𝑋ᇱΣ𝑋ሺ𝑋ᇱ𝑋ሻିଵ𝑤ℎ𝑒𝑟𝑒 Σ ൌ 𝑉𝑎𝑟𝐶𝑜𝑣ሺ𝜖ሻ 

– 𝑉𝑎𝑟ሺ𝜖ሻ ൌ  𝜎ଶ/𝑤
– Hope the weighted residuals have equal variance (𝜎ଶ𝑰ሻ without impacting linearity

and normality of residuals

Common choices of weights include 
𝑉ሺ𝑦ሻ ൌ  𝜎
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Regress |𝑒| on 𝑥 or |𝑒| on 𝑦ො to estimate 𝜎 
Regress 𝑒

ଶ on 𝑥 or 𝑦ො   to estimate 𝜎
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 Vሺ𝑦ሻ ∝ 1/𝑛  𝑤 ൌ 𝑛 
Vሺ𝑦ሻ ∝ 𝑥 

ଶ 𝑎𝑘𝑎 𝑆𝐷ሺ𝑦ሻ  ∝ 𝑥 𝑤 ൌ 1/𝑥
ଶ Equivalent to regressing 
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Vሺ𝑦ሻ ∝ 𝑥 𝑤 ൌ 1/𝑥 

Unweighted vs. weighted regression (OLS and REML match) 
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What is the estimated variance for squid with DML = 136 with the weighted regression? 

 

How do the parameter estimates change between the two models? 

 

How do the standard errors of the regression coefficients compare? 

 

How does the behavior of the confidence and prediction intervals change? 

 

Sandwich estimators 
If we don’t have good candidates for weights (or not appropriate), an alternative approach is 
stick with OLS but use heterogeneity corrected (HC) “sandwich” standard errors. The main 
idea is to estimate the standard errors of the coefficients with ሺ𝑋ᇱ𝑋ሻିଵ ሺ𝑋ᇱ𝑈𝑋ሻሺ𝑋ᇱ𝑋ሻିଵ where 𝑈 
is a diagonal matrix of the squared residuals (aka HC0, White 1980). 

– These use the squared residuals to tells us about the variance (and covariance) 
structure of the residuals 

– HC1: scales the residuals by the df (Huber-White) 
– HC2: scales the residuals by the leverage values ሺ1 െ ℎሻ 
– HC3: scales the residuals by ሺ1 െ ℎሻଶ 

The main idea is you have taken into account the heteroscedasticity without having to know 
about or model the functional form of the heteroscedasticity or use “arbitrary” transformations. 

In R: 
library(lmtest); library(sandwich)   
sqrt(diag(vcovHC(model1, "HC1"))) # HC1 gives us the White-Huber standard errors  
coeftest(model1, vcov = vcovHC(model1, type = "HC1"))   #updates the significance tests  

(e) How do the standard errors of the slope coefficients change? Does the statistical 
significance of any of the variables change? (If not, then can claim analysis was not being 
affected by the heterogeneity.) 

 

 

 

Reminders:  
 When heteroscedasticity is discovered, we should not simply ask “What can I do to make 

the problem go away?” without also asking “What does heteroscedasticity tell me about the 
process I am studying?” (Hayes & Cai, 2007).  

 Keep in mind that non-constant variance could be due to a misspecified model (e.g., 
missing key predictors, interactions, or non-linear effects).  

.19353^2  x 136

They did not

smaller with weighted regression (because sigma-hat smaller)

They are now much wider (most noticeably the PIs) for the larger DML values 

DML SE = .043 to .0014

In this case, things don't change too much, but they could! DML SE is now .0021
but still statistically significant




